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expect a strong correlation to emerge between vorti-

city ω and stream function Ψ at late times. Using 

point vortex model it is showed based on entropy 

extremization that the stream function and 

vorticity obeys a relationship 

 

where as, based on finite size vortices predict KMRS 

theory [2, 3, 4] the following relationship 

 

 

Our simulation data shows better agreement with the 

latter model (i.e. KMRS) than the former (i.e. Sinh-

Poisson) which is shown in Fig. 2(c) & Fig. 2(d). 

Thus, our numerical observation shows quite good 

agreement with the theoretical prediction obtained by 

KMRS theory [6]. Our quantitative findings throws 

light on one of the long standing problems in two-

dimensional high-Reynolds number NS turbulence. 
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Q uantitative prediction of the long time or late 

time states of two-dimensional incompressible, 

high Reynolds number, slowly decaying turbu-

lence has been one of the long standing problems. To 

understand the such turbulence properties, certain 

macroscopic quantities such as enstrophy (square of 

vorticity in the volume/area of fluid flow), energy 

(Kinetic) and Circulation (vorticity contained in a 

volume/area of the fluid flow) are often invoked as a 

part of developing extremization principles. For exam-

ple, in a two-dimensional Navier-Stokes turbulence, it 

is well known that the ratio of enstrophy to kinetic ener-

gy is a decreasing function of time, suggesting that the 

enstrophy decays significantly “faster” while the energy 

decays by a relatively negligible amount, for high 

enough Reynolds number. This “selective decay” pro-

cess and its generalizations have been introduced as a 

possible explanation for relaxation and to predict the 

late time state of “slowly” decaying two-dimensional 

turbulence, in fluids, plasmas and in magnetofluids, but 

has not been successful in predicting, not even qualita-

tively, the late time states of two-dimensional decaying 

turbulence.  

       Another school of thought, to predict the late time 

fate of two-dimensional slowly decaying Navier-Stokes 

(NS) turbulence, is that of 

entropy extremization, 

subject to conservation of 

kinetic energy and circula-

tion in high Reynolds 

number Navier-Stokes 

turbulence. Using “point 

vortices” as “inviscid” 

building blocks, but which do not respect incompressi-

bility, statistical mechanical models conserving only 

total energy and zero total circulation result in the well 

known sinh-Poisson relation between vorticity and 

stream function [1]. This relationship has been tested 

using direct simulation of NS equations. To properly 

account for “incompressibility” in a statistical mechani-

cal model of two-dimensional NS turbulence, Kuz’min, 

Miller and later Roberts & Sommeria (KMRS) [2, 3, 4], 

independently proposed that “patch vortices”’ or vorti-

ces with finite size, if used as “building blocks”, should 

be able to account for incompressibility effects com-

pletely. To address this physics issue, we have recent-

ly upgraded an existing incompressible two-

dimensional hydrodynamic solver developed in 

house  to GPU architecture [GHD2D] for better per-

formance [5]. We consider 20 tightly packed parallel 

vortex strips of identical widths keeping the total 

initial circulation to zero as our initial condition (see 

Fig. 1a). As there exists a shear between the vortici-

ty layers, the strips are Kelvin-Helmholtz unstable 

when perturbed. Eventually the vortex configuration 

evolves towards turbulence and system is dominat-

ed by turbulence associated with a rapid mixing of 

vortex layers. It is well known that in two-

dimensional Hydrodynamics, vortices of same sign 

attract and merge while vortices of opposite sign 

repeal each other. We observe in our simulation that 

over the longer time, after all the possible like sign 

vortex capture occurs, the system ends up with one 

vortex of either sign in the entire 2-dimensional 

domain [See Fig. 

1]. 

       It is also ob-

served that after 

all the possible 

vortex mergers 

occur, the vortici-

ty achieves a particle like character, suggested by 

late time similarity of the streamlines with Ewald 

potential contours (with a basic cell containing two 

point vortices) [See Fig. 2(a)]. We calculate the 

Okubo-Weiss parameter (Q(x,y,t)), which is a meas-

ure of rotation vs. deformation for two dimensional 

turbulence. Using this parameter as a diagnostic, 

two distinct domains is identified from our numerical 

simulation namely, “elliptic domain" or “Vortex 

cores" [Q(x,y,t)<0], where rotation dominates defor-

mation and “hyperbolic domain" or Strain cells [Q

(x,y,t)>0], where deformation dominates rotation 

[See Fig. 2(b)]. As the quasi-steady structure of two 

large counter rotating vortices is reached, one may 
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Figure 1: Time evolution of vorticity (3D visualization) for a tightly packed [62.5%] vortex strips. 

(a) (b) (c) (d) 

(a) (b) (c) (d) 
Figure 2: Late time state of: (a) stream function (Ψ(x,y,t) ), (b) Okubo-Weiss parameter (Q(x,y,t)), (c) Ψ-ω 
scatter plot, (d) Cross-correlation coefficient (C). 
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There are times when you need to submit a large number of similar jobs or jobs using 
multiple similar sets of data. This article introduces Job Arrays, a handy feature of PBS 
Pro Scheduler available on ANTYA that can help you submit hundreds of similar jobs 
at once.  
 

What are PBS Array Jobs? 

PBS Array Jobs allows submission of N (an environment variable defined with 

PBS_ARRAY_INDEX) copies of a job using a single jobscript with only one time qsub 

submission. Each of the subjobs runs independently on a single node as well as multi-

ple nodes and uses the same compute resources.   
 

When to use PBS Array Jobs?  

For both serial as well as MPI jobs which are not dependent on each other and you 
need to submit a lot of such jobs at once, the PBS Array Jobs feature can help you. 
Array Jobs can significantly ease the load on ANTYA Queuing System (AQS) and is an 
effortless method to run a large number of jobs simultaneously. 

How to Implement in ANTYA? 

Example: As an example here, we are calculating the value of pi. The variable pa-

rameter here is an iterating number M which goes as an input to the pi code. The pi 
code we are using, is a serial code that runs on a single CPU core and we want to run 
500 pi code calculations/runs simultaneously for different values of M. The following 
commands along with the script show how to set-up, submit and monitor array jobs in 
ANTYA. 

[user@login1 ~]$ module list 
1)shared 2)intel-2020 3)fftw3/

intel/3.3.8  

#To save the modules info in a name 

$ module save custom-name 
#To restore modules from custom-name 

$ module restore custom-name 

Ion-driven Destabilization 
of a Toroidal Electron  

Plasma 

Pic Credit: Swapnali Khamaru  

The figure shows time evolution of primary 
electron plasma (a-d) and ion plasma (e-h) 
with respective density values, for f = ratio of 
ion density to electron density=0.007 at dif-

ferent simulation time periods τ = 16.67, 

21.11, 23.33 and 25.56. τ is time normalized 
by the toroidal Diocotron time period of the 

electron cloud at f = 0.0.   

[Ref: manuscript under review ]  
 

This figure is generated in Paraview with data 
generated from in house developed code 
PEC3PIC on ANTYA cluster. The simulation 
took around 2160 hours to generate the data. 

HPC PICTURE OF THE 

MONTH 

TIP OF THE MONTH 

To save your modules environment 
to application specific custom name: 
This helps when you need lot of modules for 
running your code. You can simply save the 
modules loaded in your shell and save it to 

a custom name. 

AN T Y A U P D ATE S  AN D  

N EW S 

1. New Packages/Applications 
Installed 
 Intel-2013 suite available 

on request.   
 

 A team from IPR named 
Basic Simulation (Anjan 
Paul, Gayatri Barsagade, 
Sandeep Dalui) participat-
ed in NSM GPU Hackathon 
2022 at IIT Bombay. 

# Here is the pi code. Compiled code name is a.out. 

[user@login1 ~]$ cat pi.c 
#include <stdio.h> 

main() { 

   double x,h,sum = 0; int i,N; 

   printf("Input number of iterations: "); 

   scanf("%d",&N); 

   h=1.0/(double) N; 

   for (i=0; i<N; i++) { x=h*((double) i + 0.5); 

sum += 4.0*h/(1.0+x*x); 

   } 

   printf("\nN=%d, PI=%.15f\n", N,sum); 

} 

# Here is the PBS array jobs script for submitting 100 independent runs as indi-
vidual jobs for pi calculation. For PBS job script details, refer issue13. 

[user@login1 ~]$ cat pi_array_job.sh 
#!/bin/bash 

#PBS -q serialq 

#PBS -N array_jobs 

#PBS -l select=1:ncpus=1 

#PBS -l walltime=00:10:00 

#PBS -J 1-100   

#PBS -j oe 

cd $PBS_O_WORKDIR 

# The following lines of script shows setting up of input files and individual directories 
for each independent runs.  
mkdir $PBS_O_WORKDIR/Array$PBS_ARRAY_INDEX 

cd $PBS_O_WORKDIR/Array$PBS_ARRAY_INDEX 

echo 10000*$PBS_ARRAY_INDEX | bc > input 

time ../a.out < input > log$PBS_ARRAY_INDEX 

echo "All done" 

 

# Submit the batch job using the array job script. 

[user@login1 ~]$ qsub pi_array_job.sh 

239968[].ANTYA 

# To see the status of all the subjobs, use the following command:

[user@login1 ~]$ qstat –atn1 

# This is a PBS_ARRAY_INDEX, with values from 1 to 100 to submit 

100 independent serial runs of pi calculation each with 1 core. 

# Job ID with square bracket shows it is an array job 
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Join the HPC Users Community  
hpcusers@ipr.res.in 
If you wish to contribute an article in 

GAṆANAM, please write to us. 

Contact us  
HPC Team 

Computer Division, IPR 
Email: hpcteam@ipr.res.in 

I N S T I T U T E  F O R  P L A S M A  R E S E A R C H ,  I N D I A  

On Demand Online Tutorial Session on 
HPC Environment for New Users Available 

Please send your request to  
hpcteam@ipr.res.in.   

Disclaimer: “ GAṆANAM ” is IPR's informal HPC Newsletter to disseminate technical HPC related work performed at IPR from time to time. Responsibility for the correctness of the 

Scientific Contents including the statements and cited resources lies solely with the Contributors.  
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