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tive if the sum of the square of these stresses 

exceeds the square of the vorticity and negative 

otherwise. It is demonstrated that the plasma blob 

forms if a part of the streamer structure has a 

positive square root of Q that is higher than the 

growth rate. The Figure-1(a)-(b) shows the for-

mation of a plasma blob structure from a radially 

elongated streamer. Q-factor has also been used 

to identify/track plasma blobs. It is found that the 

existence of a plasma blob is related to the nega-

tive value of Q. Therefore, using the same Q-

factor, we have demonstrated the plasma blob 

formation and also plasma blob tracking as 

shown in Figure-2. Using gas-puff imaging, and 

arrays of Langmuir probes the plasma blob for-

mation has also been validated experimentally in 

NSTX and Aditya tokamaks [5].    
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P 
lasma ‘blobs’ are localized enhanced 

density structures that have been widely 

observed in the linear and turbulent edge 

and scrape-off layer (SOL) regions of several 

tokamaks/stellarators. They are believed to con-

tribute to the anomalous transport observed in 

these devices that degrade the plasma confine-

ment and become a threat to the plasma-facing 

materials, as the anomalous transport leads to 

enormously high heat and particle loads that may 

burn the plasma-facing materials. Therefore, 

these blob structures have been studied exten-

sively in recent years so that the plasma-facing 

materials can be operated 

safely. While a great deal 

of theoretical and experi-

mental work has been 

devoted to characterizing 

plasma blobs and their 

dynamics, the topic of mechanisms underlying the 

formation of blobs has received limited attention. 

Systematic and concerted efforts have been 

made at the Institute for Plasma Research (IPR) 

for developing a generalized analytical criterion 

for plasma blob formation. The validity of the theo-

retical criterion against numerical simulations and 

experimental data is done. We have tested the 

facts of the theoretical work including some com-

parisons with experimental data from various 

machines like TORPEX (EU), NSTX (USA) and 

ADITYA devices (INDIA). 

      Plasma turbulence in plasma's edge and SOL 

regions has been described by electron, current, 

and electron energy conservation equations [1-4]. 

These equations have been solved numerically in 

the turbulent saturated phase using BOUT++ 

framework code jointly developed by the Universi-

ty of York (UK), LLNL, CCFE, DTU, and other 

international partners. The code uses Finite-

difference with a variety of numerical methods, 

and time-integration solvers that are quite modu-

lar, enabling fast testing of equations where these 

equations appear in a readable form. We have 

used these equations in three-dimensional (3D) 

and two-dimensional (2D) forms with 256x256x32 

and 256x256 grids resolutions, respectively. The 

time integration of the equations for 3D and 2D 

cases has been done using the adaptive time-

stepping method. The visualization of the numerical 

data has been done using python3-matplotlib pack-

age and the data 

analysis has been 

done using python3

-numpy, and py-

thon3-scipy pack-

ages. We have 

used ANTYA HPC 

cluster in IPR for MPI runs using 128 cores for 3D, 

and 32 cores for 2D numerical simulations.   

      The plasma blob formation has been found from a 

density structure that is radially elongated and po-

loidally finite, and has a plasma density much high-

er than the background. This type of structure is 

called a streamer structure, the plasma blob forms 

from the breaking of these streamer structures. 

These structures break under the action of differen-

tial shear, such that the total shear rate is much 

higher than the growth rate. A theoretical criterion 

has been developed using Taylor expansion meth-

od where these stress and growth rates have been 

used. Using a 3D numerical simulation, we have 

proved this theory of breaking [3]. It is found that 

electron temperature plays an important role that 

makes the plasma vorticity into monopolar vorticity.  

Numerically, the blob formation has been demon-

strated using 2D simulations [1-2,5]. It has been 

shown that some types of blob formation are only 

possible through the existence of the electron tem-

perature gradient. Using a different approach, we 

have also demonstrated the plasma blob formation, 

where we have calculated the Q factor using these 

stresses and plasma vorticity [4]. Q factor is posi-
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Figure 2: Blob tracking using the peaks of Q-
factor and plasma density  when they exceed 
4 times of the standard deviation as indicated 
by two horizontal dotted lines. All magnitudes 
are in normalized units.  

Figure 1: Plasma blob formation from Q factor, (a) 
and (b) indicate before and after blob formation. 
The magnitude of Q is shown in the color bar. The 
position of blob formation is shown by arrows. 
Plasma blobs have negative Q and unstable posi-
tions have positive Q.  
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This article introduces Spack, a package management tool designed for the HPC envi-
ronment. It enables administrators as well as users to easily install, build, and maintain 
a wide range of software packages and libraries. For more details, you may check the 
GitHub link (click here). 
 

What is Spack? 

Spack is a powerful and flexible open source tool that can simplify the process of in-

stalling, managing, and building software packages in HPC environments.   

When to Use Spack?  

Spack can be useful for installing multiple versions of the same package having a com-
plex set of dependencies. It also provides a variety of build options, which allow users 
to customize the installation process to their specific needs while resolving the depend-
encies in the background.  

How to Use on ANTYA? 

On ANTYA, Spack has been made available at a shared location and can be easily 
loaded in the user environment. Here we will demonstrate how Paraview-5.10.1 in-
stalled using Spack at shared location on ANTYA, can be easily obtained by users for 
their use.  

# An example to enable vectoriza-

tion in a C program, test.c, with 

Intel compiler. 

[user@login1 ~]$ icc -O3 -

xHost -fopenmp test.c -o test 

 

Spatio-temporal contour 
plots of the electrostatic 

field energy  

Pic Credit: Amit Singh 

The figure shows spatio-temporal contour plots of 
the electrostatic field energy using, separately for 
the zonal (top panel) and non-zonal (bottom panel) 
components. Also shown are the radial plots of R0/
LT at initial (red dashed line) and final (magenta 
dashed line) time, R0/Ln (white dashed line) at ini-
tial time and eta = Ln/LT at initial (orange dashed 

line) and final (green dashed line) time.  
[Ref: Gyrokinetic simulation of multi-scale ion temperature gradient instabili-
ties in the ADITYA-U Tokamak, Amit K. Singh et al, Nucl. Fusion, under review 
(2023)]  
 

The above figure has been created with the data ob-
tained from ORB5 (a nonlinear global gyrokinetic PIC 
code) simulation using 1.5 billion particles that took 
around 120 hours on 1536 cores of ANTYA. 

HPC PICTURE OF THE 

MONTH  

TIP OF THE MONTH  

To optimize your code for performance, 
it is important to take advantage of the 
vector processing capabilities of mod-
ern processors on ANTYA nodes. One 

simple approach is to use “-xHost” flag 
during compilation.  

AN T Y A U P D ATE S  AN D  

N EW S  

1. New Packages/Applications 
Installed 

 GCC-11.2.0 
module load gcc/11.2.0 
 

 RUPTURA code 
module load RUPTURA/rupture 
 

 Spack package manager 
sh /home/application/spack/
spack/share/spack/setup-env.sh  

# Accessing Spack 

[user@login1 ~]$ module load Spack/spack 

[user@login1 ~]$ source /home/application/spack19/

spack/share/spack/setup-env.sh 

[user@login1 ~]$ spack compiler add 

 

# Checking if the required package Paraview is installed or not using Spack 

[user@login1 ~]$ spack find paraview 

-- linux-rhel7-skylake_avx512 / gcc@11.2.0 -------------- 

paraview@5.10.1 

==> 1 installed package 

 
# Loading the Spack installed package Paraview 

[user@login1 ~]$ spack load paraview@5.10.1 

 
# Launching Paraview, make sure you have enabled –X for graphics. 

[user@login1 ~]$ paraview 

“Spack can simplify the process by au-

tomatically resolving dependencies and 

ensuring that all required packages are 

installed correctly.” 

“Spack provides a flexible and cus-

tomizable build system that allows 

choosing different compiling options 

to build custom applications.” 

https://github.com/spack/spack
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Join the HPC Users Community  
hpcusers@ipr.res.in 
If you wish to contribute an article in 

GAṆANAM, please write to us. 

Contact us  
HPC Team 

Computer Division, IPR 
Email: hpcteam@ipr.res.in 

I N S T I T U T E  F O R  P L A S M A  R E S E A R C H ,  I N D I A  

On Demand Online Tutorial Session on 
HPC Environment for New Users Available 

Please send your request to  
hpcteam@ipr.res.in.   

Disclaimer: “ GAṆANAM ” is IPR's informal HPC Newsletter to disseminate technical HPC related work performed at IPR from time to time. Responsibility for the correctness of the 

Scientific Contents including the statements and cited resources lies solely with the Contributors.  
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