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the standard ITG case, where the SWITG is rela-

tively suppressed. The nonlinear contribution of 

the SWITG mode to the total thermal ion heat 

transport is found to be minimal due to the in-

creased zonal flow shearing effect resulting in the 

suppression of transport due to the SWITG mode, 

even though it may be linearly more unstable 

than the conventional long-wavelength (kθρs<1) 

ITG mode, as shown in Figure 3. The detailed 

results of this work are available here [8]. 
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O 
ne of the crucial concerns in current fu-

sion research is the mitigation of anoma-

lous transport to enable improved plasma 

confinement. Instabilities at frequencies lower 

than the ion gyro-motion frequency and with scale 

lengths comparable to the ion Larmor radius [1] 

are thought to be the cause of degradation in 

plasma confinement, resulting in anomalous 

transport of energy and particles. The density and 

temperature inhomogeneities present in a mag-

netically confined plasma provide the free energy 

for these modes. For example, it has been ob-

served that even when wavelengths kθρs>1, the 

ion temperature gradient mode (ITG), driven by 

the temperature gradient of ions, becomes unsta-

ble when the background gradients (density and 

temperature) are extremely sharp [1]. These 

background gradients tend to drive the instability 

of short-scale ion temperature gradient modes 

(SWITGs) [1]. Similarly, trapped electron modes 

can also exhibit a shorter wavelength branch in 

the presence of significant gradients [2]. Gyroki-

netic simulations have shown that this short-

wavelength branch of micro-instabilities essential 

to understand experimental parameters [3]. 

Therefore, it is crucial to investigate the nonlinear 

characteristics of these modes and their contribu-

tion to the anomalous transport 

of energy and particles. 

     In this work, we address the 

self-consistent dynamics of 

SWITGs driven by extremely 

sharp background gradients, 

their linear and nonlinear evo-

lution, and their saturation after 

the onset of zonal flows. This study possibly rep-

resents very first analysis performed using a glob-

al, gyrokinetic, electrostatic solver that includes 

adiabatic electrons and non-adiabatic ions. To 

achieve this, we systematically analyze the linear 

and nonlinear behavior of the mode for ADITYA-U 

using ORB5 [4] and GLOGYSTO [5]. The ADITYA

-U tokamak, which has recently been upgraded to 

a divertor configuration [6, 7], is small in size toka-

mak and is well-suited for investigating micro-

instabilities in the presence of density and temper-

ature gradients. Due to steep density and temper-

ature gradients, simulations show that the SWITG 

mode naturally exists alongside the standard ITG 

mode in ADITYA-U. From the linear simulation, we 

find good agreement in growth rate and real fre-

quency values between ORB5 and GLOGYSTO, 

with variations 

of less than 

25%. Two 

maxima of 

growth rate 

versus mode 

number are 

obtained: the first occurs around kθρs ~ 0.4, repre-

senting the standard ITG mode, and the second 

occurs around kθρs ~ 1.2, representing the SWITG 

mode, as shown in Figure 1. Additionally, using 

linear stability analysis, we observe that the 

SWITGs are suppressed for low values of R0 /LT, 

i.e., only the standard ITG mode remains unstable. 

For the ADITYA-U tokamak, nonlinear global simu-

lations with ORB5 are also carried out. The 2D 

potential structure at t[Ωci
-1] = 2.0e5 for R0/LT = 26.8 

and R0/LT = 13.1 is shown in Figure 2. Nonlinearly, 

when the SWITG dominates, it is compared with 
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Figure 1: a) Growth rate (γ) and b) real frequen-

cy (ωr) plots using ORB5 and GLOGYSTO.  

Figure 3: Temporal evolution of (a) normalized heat flux for R0/LT = 13.1 for poloidal wave numbers 

0.0≤ kθρs≤1.4 (red solid line) and R0/LT = 13.1 for poloidal wave numbers 0.0≤kθρs≤0.8 (blue solid 
line) capturing only conventional ITG mode (b) normalized heat flux for R0/LT = 26.8 for poloidal 
wave numbers 0.0≤kθρs≤1.4 (red solid line) and R0/LT = 26.8 for poloidal wave numbers 0.0≤kθρs≤0.8 

(blue solid line) capturing only conventional ITG mode.  

Figure 2: 2D potential structure ϕ − <ϕ> at t[Ωci
-1] = 

2.0e5 for R0/LT = 26.8 (top) and R0/LT = 13.1 (bottom) 
respectively.  
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Simplify Complex HPC Workflows: 

Introducing Parsl Workflow Tool  

I N S T I T U T E  F O R  P L A S M A  R E S E A R C H ,  I N D I A  

 J U L Y  2 0 2 3  I S S U E  3 2  
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In the last article we discussed the importance of workflow tools. Parsl, a Py-
thon library, is a powerful workflow tool designed to streamline and simplify 
the execution of tasks in HPC environment. In this article, we explore the key 
features and benefits of Parsl, and how it can installed and used by HPC us-
ers.  
 

How to Install Parsl on ANTYA? 

Parsl can be easily installed using pip or conda, making it accessible to users 
without the need for additional resources or complex setup procedures. Its 
lightweight and compatibility with existing Python environments make it a con-
venient choice for integrating workflow management capabilities into HPC.  

How Parsl can be used on ANTYA? 

Various examples of Parsl are available online to learn how it can be used as 
a workflow. You may refer the link for comprehensive examples and use cas-
es of Parsl. Here are the steps that one needs to follow: 

 Install Parsl 

 Configure Parsl: This may require writing a config file for PBS Pro.  

 Define your Workflow 

 Submit Batch Jobs 
[user@login1 ~]$ rsync -avz /

home/user/source_directory/ /

scratch/scratch_run/user/

destination_directory/  

Phase Space of an Interact-
ing Three Electron System  

Pic Credit: Rakesh Moulick  

In the ionospheric plasma, interaction of a beam of 

electrons with the residual hot and cold electron 
populations give rise to the streaming instability. 
The figure shows the individual phase spaces of 

the beam, cold and hot electrons respectively at 
the onset of the instability. The phase space of the 
hot electrons show the formation of vortices simi-

lar to the beam electrons. After saturation of the 
instability, the beam electrons form electron holes 

or solitary wave structures in the phase space. 

(submitted for publication, under review link) 

The simulation has been performed using Particle-In-Cell 
serial code and post processing of data is done via Python. A 
single run took ~ 3 days.  

HPC PICTURE OF THE 

MONTH  

T IP OF T HE MONT H  

Syncing two directories' content locally 
at different locations: If you need to 

sync the content of a directory in your 
home to a directory in your scratch area, 

use the following command for incre-
mental sync:  

ANT Y A UP D AT ES AN D 

NEW S  

1. New Packages/Applications 
Installed 
 

 Wine 
                             wine/7.2 

 Pastix 
                             pastix/pastix-master 

Efficient Task Parallelism  
Users can break down their complex 
workflows into individual tasks that can be 
executed concurrently on multiple com-
pute nodes, leveraging Parsl's automatic 
management of data dependencies 
among tasks.  

Fault Tolerance and Reliability 
In HPC environment, failures are inevita-
ble and any workflow tool should use fault 
tolerance mechanisms. Parsl can auto-
matically retry the task or reschedule it on 
a different compute node if a task fails due 
to errors or node failure.   

Scalability for Large-Scale Work-
loads 

Whether it's data analysis, simulations, or 
machine learning tasks, Parsl can effi-
ciently scale up to thousands of tasks, 
distributing the workload across available 
compute nodes. 

Resource Management 
With its ability to pack tasks efficiently into 
batch jobs, Parsl can dynamically allocate 
tasks across compute nodes, ensuring 
that multiple tasks are executed simulta-
neously, reducing the time required to 
complete the analysis.  

# First load a conda base module. 

[user@login1 ~]$ module load miniconda/3 
 
# Create a conda environment with the name parsl and activate it. 
[user@login1 ~]$ conda create --name parsl  

[user@login1 ~]$ conda activate parsl  

(parsl) [user@login1 ~]$ 
 
# Install parsl with pip 

(parsl)[user@login1 ~]$ pip3 install parsl 

 
# To check the installed version of parsl 
(parsl) [user@login1 ~]$ conda list | grep parsl 

# packages in environment at /home/user/.conda/envs/

parsl: 

parsl       2023.5.29        pypi_0       pypi 

The configuration with PBS Pro along with an example of Parsl will be     

covered in the next issue.  

https://github.com/Parsl/parsl-tutorial
https://www.authorea.com/users/563871/articles/631077-particle-in-cell-simulation-of-electrostatic-waves-in-the-ionosphere
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