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In previous article titled "The HPC Software Stack: Spack + Conda + Singularity for Reproducible and Portable Workflows", it introduced a high

-level view of how these three powerful tools can be combined to build reproducible and portable HPC workflows. That article emphasized the 

why - the need for isolated, shareable environments in scientific computing. This follow-up article focuses on the how, starting with Spack - a 

flexible, compiler and architecture-aware package manager purpose-built for high-performance computing environments. Spack excels in situ-

ations where researchers need  

 Multiple versions of the same library 

 Tight control over compiler and architecture options 

 Complex dependency trees with fine-tuned variants 

This article will walk through how to use Spack in practical HPC scenarios which not only covers basic usage but also advanced features like 

variant flags, compiler targeting, dependency chaining, etc. This article explores how to install a complex, real-world application: LAMMPS 

(Large-scale Atomic/Molecular Massively Parallel Simulator), a widely-used classical molecular dynamics code with specific variants (like MPI, 

OpenMP, and GPU support), control compilers, specifying dependency versions and features. 

 

A) Exploring the LAMMPS Package in spack 

 

 

 

 

 

B) To build Lammps with openmpi support and having rigid and manybody package enabled. 

 

 

 

 

The spack will start building the consistent Dependency Graph related to mentioned versions in the installation command, and if the build is 

successful, the installation process will start. 

# Load the spack module  

[user@login1 ~] $ module load spack/spack 

# Get Information about lammps package available in spack repository. 

[user@login1 ~] $ spack info lammps 

## Once this command is executed, it will fetch all details related to LAMMPS package like available versions, variants(mpi, openmpi, cuda, 

etc.), build and runtime dependencies, etc.  

# To install LAMMPS version 20220324 

[user@login1 ~] $ spack install lammps@20240829 +mpi +rigid +manybody +openmp ^openmpi 

## Here, using ‘@’  means to install specific version, ‘+’ means include or enable the package or variant and ‘^’ and ‘%’ are used to update 

the package which is directly/indirectly used as a dependency for root package. To include GPU support, user may add +cuda 

cuda_arch=11 

Control compiler 

To use specific variants of package 
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Other Recent Work on HPC 

ANTYA Usage, Updates and News 

 Scheduled Downtime: There was no downtime of ANTYA for April 2025. 

 Job Submissions: The highest job loads were observed in the serialq, regu-
larq, mediumq, and longq queues, reflecting sustained user activity across multiple 
workloads in various queues. 

 Cluster Utilization: The system maintained an average utilization of approxi-
mately 76.75% and peak utilisation of 90.86%. 

 Packages/Applications Installed: Collisional Radiative Solver (ColRadPy) 
module has been installed on ANTYA. To use it in ANTYA: 

$ module load colradpy-1.0 
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ANTYA Usage, Updates and News 

 Scheduled Downtime: ANTYA underwent planned downtime 

from  February 1 to February 3, 2025. 

 Job Submissions: The highest job loads were observed in the 

regularq,      serialq, mediumq, and longq queues, reflecting sus-

tained user activity across multiple workloads in various queues. 

 Cluster Utilization: The system maintained an average utilization 

of approximately 77%. 

 Packages/Applications Installed: No New modules have been 

installed on ANTYA. To check list of available modules. 
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umq, and longq queues, reflecting sustained user activity across multiple workloads in vari-
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 Cluster Utilization: The system maintained an average utilization of approximately 

xy%. 
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been installed on ANTYA. To use it in ANTYA: 

$ module load colradpy-1.0 
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C) To view the Dependency Tree before installing (Optional) 

 

 

 

 

 

 

 

 

 

 

 

D) To check whether the package is installed or not 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

E) To use the installed LAMMPS package and run the example input script 

 

 

 

Spack gives user complete control over how software is built and configured in an HPC environment. Using LAMMPS as a case study in this 

article, we've seen how to: 

 Customize software installations using variants 

 Control compilers, dependencies, and hardware targets 

 Use reproducible environments 

 Avoid conflicts with system software 

# To view Dependency Tree  

[user@login1 ~] $ spack spec lammps@20240829 +mpi +rigid +manybody +openmp ^openmpi 

# To check whether lammps is installed or not along with all the dependencies 

[user@login1 ~] $ spack find -ldf lammps 

[user@cn234 ~] $ spack load lammps@20240829.1 

[user@cn234 ~] $ mpirun -np 40 lmp -in in.nemd 

## User may add above commands in PBS Batch script to submit job on compute nodes using spack 
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